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Assegno di ricerca/Fellowship A

**Topic:** Modelling dynamic networks with differential equations

**P.I.:** Veronica Vinciotti

**Contacts:** Veronica Vinciotti (veronica.vinciotti@unitn.it)

**Synthetic description of the activity and expected research outcome**
Many processes, such as the spread of an infectious disease or the differentiation of stem cells to more specific cell types, live on an underlying network which evolves stochastically over time. Stochastic quasi-reaction models provide a generic framework for describing the stochastic nature of these complex processes, i.e. how the state of the system changes from its current state. These changes can be affected also by external factors which may drive the network process, such as face-mask compliance.

When the objective is to infer the underlying dynamics and detect important drivers from observational network data, many statistical challenges arise: the network or the external factors may be noisy or only partially observed, the system may be made by a very large number of components or affected by many factors and there may be heterogeneity among the observations, such as at the level of the individual node.

In this PhD project, we will investigate these challenges both from a methodological and a computational point of view, tackling fundamental issues underlying statistical inference for dynamic network modelling as well as looking at the specifics of certain applications, where more bespoke models may be needed. The project will be co-supervised by Prof. Ernst Wit from the Università della Svizzera Italiana, with whom the student will be able to spend a period of their PhD time.

**References**


**Ideal candidate (skills and competencies)**
The ideal candidate is a student with a Master's degree (or similar) in mathematics, statistics, physics or computer science with excellent mathematical background and strong knowledge in probability and statistics. Good computer skills, such as knowledge of computer languages. Fluent written and spoken English.

Assegno di ricerca/Fellowship B

**Topic:** Mathematics of Reinforcement Learning

**P.I.:** Claudio Agostinelli, Luigi Amedeo Bianchi

**Contacts:** Claudio Agostinelli (claudio.agostinelli@unitn.it) - Luigi Amedeo Bianchi (luigiamedeo.bianchi@unitn.it)
Synthetic description of the activity and expected research outcome

Machine learning is a very active interdisciplinary research topic. In the past few years, its importance has become apparent for the general public, too, as more and more applications find their place in solving real-world problems. At the same time, the initial approach, verging on the experimental side, started showing its limitations, and there is an increasing interest in a solid theoretical understanding. This comes not only from the purely mathematical perspective of proving results but from the more general need of preventing bias or unexpected consequences of poorly understood techniques and algorithms.

Reinforcement Learning is a subset of machine learning in which an agent interacts with an environment, acting and observing the consequences of its actions thus learning how to solve decision problems, with goals depending on the state of the environment [4]. Reinforcement learning is currently an extremely active field and results considered impossible just a few years ago are quite frequent. In 2020, Agent57 was the first deep reinforcement learning agent to outperform humans in all of the 57 games in the Atari benchmark [1].

This benchmark includes very different games that the agent had no previous knowledge of, so that it requires a good degree of flexibility to succeed, given the varying reward structures. Also in 2020, a paper on the MuZero algorithm was published in Nature [2]. MuZero learned how to beat humans in 51 of the 57 Atari games, but also to play go, chess and shogi as well as AlphaGo, another algorithm that, unlike MuZero, had been provided with information about the games, namely their rules. These examples come from (video)games, but this does not diminish the importance of the result, as Go, for example, was seen up to a few years ago, as the prototype of the task in which humans would be better than machines for a long time. Moreover, there are also applications to other fields, such as computer science and finance.

Some of the peculiarities of Reinforcement Learning, compared to other areas of machine learning, include the absence of information of the consequences of actions, forcing trial and error strategies, and the delayed nature of the rewards. This leads to the competing necessities of figuring out which are the possible actions (exploration) and gathering the rewards that already discovered actions provide (exploitation). If the agent settles for the rewards of the first actions discovered, it risks missing out more efficient ones. On the other hand, if the focus is on exploration, it might never settle on a reward and, if the environment is rich enough, could find no strategy.

As already mentioned, the picture is even more challenging due to the several sources of uncertainty such as partial knowledge of the environment and of the impact of the actions taken, because of the delay in the reward. At the same time, these characteristics are strengths of the agent, as it does not have any domain-specific knowledge and its strategy (or policy) can be used in different settings. Following a general trend in machine learning, there is an increased effort to understand the mathematics behind some of the techniques used, to apply and generalise them in a thoughtful fashion and, eventually, to have a sound understanding of their capabilities and their limitations. The project will focus on solving theoretical problems in this framework, such as (but not limited to) the ones described in [3].

Let us see some examples. The Sarsa (l) algorithm, together with linear approximators has been successfully used to find an optimal policy. In general, the convergence does not hold, however, from an empirical point of view, the algorithm oscillates around a good policy. Is it possible to characterise properly that solution? Which are its properties? Is it possible to provide theoretical upper bounds on the distance between such a solution and the optimal policy?

The combination of a single bootstrapping algorithm, off-policy methods and approximation is known in the field as the deadly triad, as it generally leads to divergence [5]. However, it is still unclear, from a theoretical point of view, what are the reasons behind this phenomenon.

References


Ideal candidate (skills and competencies)
The ideal candidate for this PhD position has a strong mathematical background, in particular in Probability and Statistics. Good knowledge of algorithms and programming skills are desirable, but not necessary. The candidate will conduct research in a rapidly evolving field, rich with challenging and interesting problems, under the supervision of Prof. Claudio Agostinelli and Dr. Luigi Amedeo Bianchi, and the external collaboration of Prof. Maurizio Parton of the University of Chieti-Pescara.

Assegno di ricerca/Fellowship C

Topic: Geometric Analysis

P.I.: Lorenzo Mazzieri

Contacts: Lorenzo Mazzieri (lorenzo.mazzieri@unitn.it)

Synthetic description of the activity and expected research outcome
The fellowship is meant for candidates with a solid background in Analysis and Geometry, and will be devoted to the study of the geometric aspects of elliptic partial differential equations, with special attention to methods and techniques coming from Riemannian geometry. The main focus will be on the following two aspects:

1) Extensions of the range of applicability of the present techniques, possibly with the introduction of new methods.

2) Applications to the study of the qualitative properties and to the classification of solutions to overdetermined elliptic boundary value problems arising in the field of shape optimization, in mathematical relativity (static metrics), and in the study of geometric flows (self-similar solutions).

References


Ideal candidate (skills and competencies)
The ideal candidate should have obtained a Master degree in Mathematics, or in another scientific field (Physics, Engineering...) but with a solid mathematical background, especially in the area of differential equations, and a strong interest in modelling applied problems. A good knowledge of probability and statistics, and experience in scientific programming are a plus.

Borsa di studio/ scholarship D

Topic: Data-driven approaches in epidemiological modeling

P.I.: Andrea Pugliese and Piero Poletti

Contacts: Andrea Pugliese (andrea.pugliese@unitn.it)

Synthetic description of the activity and expected research outcome:
Research activity conducted during the Ph.D. will focus on the development of epidemiological models informed by real-world data aimed at investigating the main determinants of the disease spread in humans. Envisioned approaches range from the study of mechanistic models mimicking the spatio-temporal transmission dynamics of infectious diseases to the use of Bayesian approaches applied to detailed epidemiological records.

References

Ideal candidate (skills and competencies)
Ideal candidates will have a degree in applied mathematics, statistics or related areas, a good knowledge of basic statistical methods and of scientific programming; experience in mathematical modelling would be a plus.
Borsa di studio/ scholarship E

**Topic:** Evaluation of interventions against infectious diseases

**P.I.:** Andrea Pugliese and Giorgio Guzzetta

**Contacts:** Andrea Pugliese (andrea.pugliese@unitn.it)

**Synthetic description of the activity and expected research outcome**
The Ph.D. student will evaluate control measures against different infectious diseases, both retrospectively and prospectively, by developing mathematical models calibrated against observed epidemiological data and informed by other data relevant to the infection under study. The modelling approach will be tailored to the addressed problems and may include compartmental models, generative models, individual-based simulations as well as Bayesian approaches and will include scenario analysis to compare alternative intervention strategies.

**References**


**Ideal candidate (skills and competencies)**
Ideal candidates will have a degree in applied mathematics or related areas, some experience in mathematical modelling, and a good competence of scientific programming; knowledge of basic statistical methods would be a plus.

---

Borsa di studio/ scholarship F

**Topic:** Analytical, stochastic, and applicative aspects of Deep Neural Networks

**P.I.:** Gian Paolo Leonardi

**Contacts:** Gian Paolo Leonardi (gianpaolo.leonardi@unitn.it)

**Synthetic description of the activity and expected research outcome**
The aim of the proposed research is twofold. The theoretical part of the research will concern the mathematical aspects of artificial neural networks, including stochastic and measure-theoretic representations, layer-wise regularization methods, expressivity and asymptotic properties of special classes of deep neural networks (like, e.g., quantized neural networks). The experimental part of the research, conducted at the Data Science for Health (DSH) Lab of the Fondazione Bruno Kessler, will focus on Digital Pathology challenges addressed by deep learning solutions. The expected research
outcomes include: the development of new mathematical tools for more efficient and robust approximation & training of general DNN architectures, with special emphasis to quantization; the implementation and testing of new algorithms that may significantly reduce computational costs without affecting performance, robustness and interpretability.

References

Ideal candidate (skills and competencies)
The ideal candidate should have a good background in Analysis, Probability and Linear Algebra, as well as good programming skills in Python, with at least basic knowledge of a modern DL framework such as TensorFlow and/or Pytorch. She/He should be strongly committed towards both the theoretical and the applied aspects of the research.

Borsa di studio/ scholarship G

Topic: Blockchain technology for digital notary

P.I.: Massimiliano Sala

Contacts: Massimiliano Sala (massimiliano.sala@unitn.it)

Synthetic description of the activity and expected research outcome
Blockchain technology is an emergent field in applied cryptography and one of its main applications is digital notary. The PHD student will research cryptographic primitives and protocols that guarantee security in the blockchain application.

References

Ideal candidate (skills and competencies)
The ideal candidate has a deep understating of pure and applied cryptography, as well as familiarity with blockchain technology and its applications.
**Borsa di studio/ scholarship H**

**Topic:** Development and security proof of Quantum Key Distribution protocols based on single particle entanglement (SP-QKD)

**P.I.:** Sonia Mazzucchi, Silvio Ranise, Lorenzo Pavesi

**Contacts:** Sonia Mazzucchi (sonia.mazzucchi@unitn.it) - Silvio Ranise (silvio.ranise@unitn.it) - Lorenzo Pavesi (lorenzo.pavesi@unitn.it)

**Synthetic description of the activity and expected research outcome**
The PhD student will be enrolled in the transdisciplinary program in Quantum Sciences and Technologies [https://www.unitn.it/drphys/en/421/transdisciplinary-program-quantum-science-and-technologies](https://www.unitn.it/drphys/en/421/transdisciplinary-program-quantum-science-and-technologies). The main goal of the PhD student’s thesis work is the development, the security analysis as well as a critical evaluation of new quantum key distribution protocols based on single-particle entanglement (SPE) [Az20]. Experiments will also be performed to validate the proposed QKD protocol. The project acronym is SP-QKD (which stands for Security Proof of QKD).

Since one of the main issues affecting the security of QKD is the authentication of the two clients and the possibility of a “man in the middle attack”, we plan to tackle this problem. On the one hand, we plan to propose some use-cases where the high security promised by QKD protocols is not significantly damaged by authentication issues. On the other hand, we plan to develop and analyze new protocols more robust under man-in-the-middle attacks by introducing a trusted arbiter, similarly to what is done in [Ma19]. Eventually, the developed protocols will be implemented with a fiber optics or a free space based set-up with the SPE sources available in the laboratories of the NanoLab of the physics department. This will allow us to verify the protocol at different levels of abstraction, namely on design with possibly automated security analyses and on implementation with an experimental assessment of performance and security risks. Here, the PhD student will collaborate in assessing and evaluating the results of the analyses at the various levels of abstractions.

**References**


**Ideal candidate** (skills and competencies)
The PhD student enrolled in this project is assumed to be mainly a mathematician with an expertise in modern cryptography and security analysis. He/she will mainly work at the department of mathematics and FBK, but he/she should be also able to collaborate with experimental physicists of the Nanoscience Laboratory based at the department of physics.